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Introduction
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Software Team
● Software development is a team based activities and it has effect on software project 

directly.

● Currently, team selection is done manually by experience team leader.

● Many software project is successfully resolve, but there stills exists the problem during 

process. (e.g. software development task reopening)
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Team Recommendation

Assignee   Developer    Tester    Peer reviewer
     A             B             C             DAssignee

A

Task
Required roles

Software development team recommendation

Developers Peer reviewersTesters 5



● We establish software team recommendations as a computational problem.

● We propose to adopt Liu et. al.’s approach to address the software team 

recommendation problem.

● We evaluate the result of the recommendation on the real-world Moodle dataset.

Contributions
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Methodology
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Liu et. al.’s approach
● Feature Weight Learning

○ Individual features

○ Team features

○ TeamStrength Score

○ Feature Weight Optimization

● Searching for the best team
○ We modified the algorithm to fit the software teams recommendation problem
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● Experience: Number of issues (i.e. tasks) that a person participated in

● Win Experience: Number of successfully resolved issues that a person participated in

● Win rate: Ratio of Win Experience to Experience

● Role Experience: Number of issues in which a person participated in a particular role

Individual Features

9



Team Features
● Closeness

|T| is the cardinality of the team

● Connections

eij is the number of connections (tags in comments) between vi and vj 10
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TeamStrength Score

● F(pi) is the function to calculate features of the person pi.

● G(T) is the function to calculate features of the Team T.

● W1 and W2 are the features weight vectors for a person and a team, respectively.
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Feature Weight Optimization

● The W1 and W2 are optimized by Logistic Regression with Non Negativity constraint.

● Binary classification of classes Win and Not Win

● A Win issue is an issue whose status is closed with fixed or done resolution.  

Furthermore, it must not be reopened. The Rest of issue are Not Win issue
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Searching for the best team

● MaxLogit algorithm derived from 
Liu et al. ‘s is modified to 
recommend top K best teams.
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Experiment & Results
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Dataset
● 88,655 issues was collected through JIRA REST API from Moodle Issue Tracker

● We filter out in-progress issues

● Only issue that explicitly show the role (i.e. developer, tester, reviewer, and integrator) 

of members are used

● In total, we perform our study on 26,744 issues
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Experimental Setting
● The issues were splitted chronologically into 80% (21,827) training set and 

20% (4,917) test set.

● For training issues, it contains 18,094 Win issues and 3,733 Not Win issues. 

● The test set contain only Win issues.

● Random Approach is used as baseline.
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Feature Exploration
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Feature Weight
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Evaluation
● Validated using standard evaluation metrics for recommendation systems

○ Mean Reciprocal Rank (MRR)

○ Mean Rank of Hits

○ Mean Rank (MR)

○ Hit@10

○ Mean Average Precision (MAP).

● Two evaluation protocols
○ Exact Match

○ Partial Match
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Result
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P@k Exact Match
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P@k Partial Match
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Conclusion
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